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Abstract

This paper presents our system for detect-
ing caste and migration-related hate speech
in Tamil social media comments, address-
ing the challenges in this low-resource lan-
guage setting. We experimented with mul-
tiple approaches on a dataset of 7,875 an-
notated comments. Our methodology en-
compasses traditional machine learning clas-
sifiers (SVM, Random Forest, KNN), deep
learning models (CNN, CNN-BiLSTM), and
transformer-based architectures (MuRIL, In-
dicBERT, XLM-RoBERTa). Comprehensive
evaluations demonstrate that transformer-based
models substantially outperform traditional ap-
proaches, with MuRIL-large achieving the
highest performance with a macro F1 score
of 0.8092. Error analysis reveals challenges
in detecting implicit and culturally-specific
hate speech expressions requiring deeper socio-
cultural context. Our team ranked Sth in the
LT-EDI@LDK 2025 shared task with an F1
score of 0.80916. This work contributes to com-
bating harmful online content in low-resource
languages and highlights the effectiveness of
large pre-trained multilingual models for nu-
anced text classification tasks.

1 Introduction

The ability to communicate with anyone from any
part of the globe has been enabled through social
media platforms, which have optimistic advantages.
Though its merits are many, social media platforms
have worked as a catalyst and sometimes as an ef-
ficient medium for hate speech propagation aimed
at various communities, spreading derogating re-
marks based on caste or migration. This is a great
matter of concern which deeply threatens the so-
cial unity of India. As concerning as it is, there’s a
clear lack of resources to tackle this problem. More-
over, tackling the problem of detecting caste and
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migration related hate speeches in low resource lan-
guages like Tamil is extremely difficult due to the
lack of bounded datasets, intricate language forms,
and anthropological aspects, which have their own
complexities. With the intention of promoting
multilingual Natural Language Processing (NLP)
along with ethical Artificial Intelligence (Al) gives
a Tamil dataset of 7875 social media comments
which were previously marked as caste/migration
hate speeches with non hate speeches.

Using Exploratory Data Analysis (EDA), we
have bounced protection methods and compara-
tive analysis structures to devise informative classi-
fiers based on the dataset attributes which exhibit
61.8:38.2 class imbalance along with other char-
acteristics like equal text length across all classes,
balancing the classification approach. Our model
tries to balance the detection of hate speech us-
ing various approaches hails from the low resource
and imbalanced face of the task. This particular
investigation works towards creating more active
digital environments by building stronger systems
for Tamil hate speech detection.

The critical contributions of this work are:

* Developed several machine learning, deep
learning, and BERT-based models for detect-
ing caste and migration-related hate speech in
Tamil social media comments, optimizing per-
formance for a low-resource language setting.

* Evaluated the performance of employed mod-
els and provided a comparative analysis to
identify the most effective approach for hate
speech detection in Tamil.

* Conducted comprehensive EDA to character-
ize the Tamil dataset, revealing linguistic and
statistical properties of caste and migration-
related hate speech.



2 Related Works

Our work addresses a significant gap in hate speech
detection for Tamil, specifically targeting casteist
and migration-related content on social media, a
context largely underrepresented in existing re-
sources. We engage with both categories in a uni-
fied setting, offering detection in dataset and evalu-
ating modern classification strategies.

While prior research has made strides in Tamil
hate speech detection, most efforts have focused
on offensive language in general or on single cat-
egories. Mohan et al. (2025) introduced a mul-
timodal dataset for casteist content, but its lim-
ited size restricts scalability. Reddy et al. (2024)
used ensemble classifiers combining SVM, Ran-
dom Forest, and Naive Bayes, achieving promising
results but highlighting challenges like ineffective
POS tagging for Tamil. Deep learning-based ap-
proaches, like the CNN-BIiLSTM + transformer
models used by Sangeetham et al. (2024), demon-
strate the value of contextual embeddings but were
limited by dataset scope. Efforts like Shahiki Tash
et al. (2024) focused solely on migration discourse.

Our approach builds on these foundations by ex-
ploring transformer-based models fine-tuned specif-
ically for caste and migration hate speech. offers a
valuable opportunity to evaluate classification mod-
els in a dual-category, low-resource setting, con-
tributing an important benchmark for hate speech
detection in Tamil and related languages.

Looking ahead, we aim to expand dataset cover-
age and evaluate techniques like domain-adaptive
pre-training and cross-lingual transfer from code-
mixed Hindi-English hate speech models, contribut-
ing toward building fairer, safer online spaces for
marginalized communities.

3 Task and Dataset Description

We participated in the Shared Task on Caste and
Migration Hate Speech Detection at LT-EDI@LDK
2025 (Rajiakodi et al., 2024). The goal was to auto-
matically classify Tamil social media text as either
’Caste/Migration-related Hate Speech’ (label 1) or
’Non-Caste/Migration-related Hate Speech’ (label
0). The provided CSV dataset (Chakravarthi, 2020)
comprised 5,512 training, 787 development, and
1,576 test instances, with a notable class imbal-
ance favoring non-hate speech. Performance was
officially evaluated using the macro F1-score. Ta-
ble 1 summarizes the data splits and overall Dataset
statistics. And Figure 1 illustrates the overall class

distribution across the combined Train, Dev, and
Test sets. The implementation code can be accessed
via the GitHub repository'.

Class Train Dev Test Total
Total Samples 5512 787 1576 7875
Not Caste/Migration Hate Speech 3415 485 970 4870
Caste/Migration Hate Speech 2097 302 606 3005

Table 1: Dataset Split Statistics per Class

Classes

Not Caste/Migration Hate Speech:
61.8% (4870)

Caste/Migration Hate Speech:
38.2% (3005)

Figure 1: Overall Class Distribution

4 Methodology

Several machine learning (ML), deep learning
(DL), and transformer-based models were em-
ployed to establish a robust baseline, as illustrated
in Figure 2.
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Figure 2: Schematic process for Caste and Migration
Hate Speech Detection

4.1 Data Preprocessing

For our participation in the shared tasks, we utilized
the officially provided datasets. A common initial
data treatment step for all models involved address-
ing missing text entries by substituting them with
empty strings. For our classical machine learning
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approaches (SVM, RF, KNN), textual features were
derived using TF-IDF vectorization, incorporating
unigrams and bigrams alongside frequency-based
term pruning. Deep learning architectures based
on BPEmb tokenized the textual inputs, which
were subsequently padded or truncated to a 256-
token maximum sequence length. Our Transformer-
based systems (MuRIL, IndicBERT, XLLM-R) lever-
aged their respective AutoTokenizers for sequence
preparation, also standardizing to 256 tokens with
padding/truncation and generating attention masks;
keep_accents=True was specifically employed
for the IndicBERT and XLM-R tokenizers.

4.2 Feature Extraction

For our classical machine learning models,
Scikit-learn’s> TF-IDF vectorization to trans-
formed texts into numerical features using uni-
grams and bigrams, with a vocabulary capped at
50,000 terms. Our deep learning architectures
(CNN, CNN-LSTM, CNN+BiLSTM) employed
100-dimensional BPEmb subword embeddings
(Heinzerling and Strube, 2018). We chose BPEmb
because its subword segmentation approach is par-
ticularly well-suited for a morphologically rich
language like Tamil. It effectively mitigates the
out-of-vocabulary (OOV) problem by breaking
down unknown words, misspellings, or neologisms
into known, meaningful sub-units. This preserves
crucial semantic information often lost by tradi-
tional tokenizers. Furthermore, BPEmb provides
lightweight, pre-trained embeddings, allowing us
to build strong yet computationally efficient deep
learning baselines without the high overhead of a
full Transformer architecture. Transformer-based
systems (MuRIL, IndicBERT, XLLM-R) leveraged
their inherent mechanisms to generate rich, contex-
tualized embeddings from input tokens, with the
representation of the [CLS] token typically feeding
the final classification layer.

4.3 Machine Learning Models

We benchmarked three classical machine learning
approaches: Support Vector Machine (SVM), Ran-
dom Forest (RF), and K-Nearest Neighbors (K-
NN). For SVM, a linear kernel with C=1.0 was
utilized. The RF employed 100 estimators, no max-
imum depth, a minimum of 2 samples for splits,
and 1 per leaf. K-NN used 5 neighbors with dis-
tance weighting and cosine similarity. All models
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were trained on the TF-IDF features described pre-
viously. Table 2 details these key hyperparameters.

Classifier Parameter Value
kernel linear

SVM C 1.0
n_estimators 100
max_depth None

Random Forest

min_samples_split | 2

min_samples_leaf | 1

n_neighbors 5
K-NN weights distance
metric cosine

Table 2: Key hyperparameter settings for the ML mod-
els.

4.4 Deep Learning Models

We explored two deep learning architectures utiliz-
ing 100-dimensional BPEmb embeddings. These
included a 1D Convolutional Neural Network
(CNN) and a hybrid model combining the CNN
with a single-layer Bidirectional LSTM (CNN-
BiLSTM). Both featured a common CNN structure
with 128 filters (kernels [3,4,5]) and 0.3 dropout.
All models were trained using the AdamW opti-
mizer. Key training hyperparameters are summa-
rized in Table 3.

Table 3: Key hyperparameter settings for DL models.
LR denotes Learning Rate, BS denotes Batch Size, P
denotes Patience

Model RNN Configuration | LR | Epochs (P) | BS
CNN - le-4 30 (6) 32
CNN-BiLSTM 1xBiLSTM(128) le-4 50 (10) 32

4.5 Transformer-Based Models

We employed several pre-trained Transformer mod-
els (Vaswani et al., 2017), recognized for their
proficiency in capturing complex contextual in-
formation via self-attention. Our suite included:
MuRIL-large (Khanuja et al., 2021), tailored for In-
dian languages; IndicBERT (Kakwani et al., 2020),
a model from a suite designed for various Indic
languages; and XLM-RoBERTa-large (Conneau
et al., 2019), a robust multilingual model. For fine-
tuning, inputs were tokenized using each model’s
specific tokenizer, with sequences standardized to
256 tokens through padding or truncation. A stan-
dard sequence classification head was appended to
the encoder. Optimization was performed using
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AdamW (Loshchilov and Hutter, 2017), a linear
learning rate scheduler with 10% warmup steps,
and CrossEntropyLoss. Early stopping, guided
by validation macro F1-score with a patience of
4 epochs, was used to prevent overfitting. Table 4
outlines the key hyperparameters.

Table 4: Key hyperparameters for the fine-tuned MuRIL-
large model (best model).

Hyperparameter Value
Learning Rate le-5
Per Device Batch Size 8

Max Epochs (Patience) 15 (4)

Max Sequence Length 256

Loss Function CrossEntropyLoss
Optimizer AdamW

Weight Decay 0.01

5 Result Analysis

Table 5 presents the evaluation metrics of Preci-
sion, Recall, and F1 Score (macro average) for all
evaluated models on the test set, categorized by
their respective model families: Machine Learning
(ML), Deep Learning (DL), and Transformer-based
models.

Table 5: Performance Comparison of All Models
(Macro Average)

Model Precision Recall F1 Score
ML Models

SVM 0.7204 0.6842 0.6906

Random Forest 0.8073 0.7646 0.7756

KNN 0.7606 0.7497 0.7539
DL Models

CNN 0.7748 0.7488 0.7566

CNN+BiLSTM 0.7668 0.7559 0.7602

Transformer Models

IndicBERT 0.7387 0.7401 0.7394

XLM-RoBERTa-large 0.8016 0.7915 0.7957

MuRIL-large 0.8157 0.8046 0.8092

The Machine Learning (ML) models demon-
strated moderate performance, with Random Forest
(RF) achieving the highest Accuracy (0.8001) and
Macro F1 Score (0.7756) among them. RF no-
tably balanced precision and recall better than both
SVM and KNN, which showed weaker recall for
the minority class (Class 1). SVM, while providing
decent precision for Class 0, struggled on recall
for Class 1 (0.4983), yielding a lower Macro F1
of 0.6906. KNN delivered a relatively competi-
tive performance (F1: 0.7539) with balanced preci-
sion and recall values across both classes. Within

the Deep Learning (DL) category, CNN+BiLSTM
slightly outperformed the standalone CNN, with a
Macro F1 Score of 0.7602 versus 0.7566. This
suggests that integrating bidirectional sequence
modeling into the CNN framework provides a
marginal advantage in capturing sequential de-
pendencies. Nonetheless, both DL models sur-
passed most ML baselines, particularly in balanc-
ing performance across both classes, though Ran-
dom Forest remained competitive. Transformer-
based models exhibited the strongest results over-
all. MuRIL-large achieved the highest overall test
set Accuracy of 0.8223 and a Macro F1 Score of
0.8092. XLM-RoBERTa-large closely followed
with an Accuracy of 0.8096 and a Macro F1 of
0.7957. IndicBERT, while trailing behind its Trans-
former peers, still outperformed most ML and
DL models with a Macro F1 Score of 0.7394.
Notably, both MuRIL-large and XLLM-RoBERTa-
large consistently demonstrated superior balance
in precision and recall across both classes, indicat-
ing their effectiveness in addressing class imbal-
ance challenges. Ultimately, Transformer-based
architectures,particularly MuRIL-large and XLM-
RoBERTa-large substantially outperformed both
traditional Machine Learning and Deep Learning
models. These results emphasize the advantage of
leveraging large pre-trained multilingual models
for nuanced, context-rich text classification tasks,
affirming their suitability for complex applications
such as hate speech detection in code-switched or
multilingual social media content. A detailed error
analysis is provided in Appendix A.

6 Conclusion

In this study, we addressed the challenging task of
detecting caste and migration-related hate speech
in Tamil social media content. We systematically
evaluated a range of machine learning, deep learn-
ing, and Transformer-based models. Our findings
indicate that Transformer architectures, particu-
larly MuRIL-large, achieve superior performance,
demonstrating the efficacy of large pre-trained mul-
tilingual models for this nuanced task. While these
models show promise, error analysis reveals chal-
lenges with implicit hate and colloquialisms, sug-
gesting avenues for future work in enhancing con-
textual understanding and incorporating cultural
nuances to further improve detection accuracy and
contribute to safer online environments.



Limitations

Our study, while demonstrating the efficacy of
Transformer models, faces limitations. The dataset,
though valuable, may not fully capture the diverse
and evolving nature of hate speech, including im-
plicit or coded language prevalent in Tamil social
media. The models, particularly MuRIL-large,
struggled with nuanced cultural references and sar-
casm, indicating a need for enhanced contextual un-
derstanding. Furthermore, the class imbalance, de-
spite mitigation efforts, might still influence model
bias. Future work should explore larger, more di-
verse datasets and techniques to imbue models with
deeper socio-cultural awareness for more robust
hate speech detection.
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A.1 Quantitative Analysis

The confusion matrix for the MuRIL-Large model
on the test set is presented in Figure 3. The model
shows strong competence in correctly identifying
the Not Hate category, achieving 855 true negatives.
However, the primary concern lies in accurately de-
tecting Hate instances. The model misclassified
165 Hate samples as Not Hate (false negatives),
revealing its occasional difficulty in capturing the
more implicit or contextually nuanced hateful con-
tent present in Tamil social media text. On the
other side, the model incorrectly labeled 115 Not
Hate instances as Hate (false positives). This sug-
gests that certain non-hateful messages possibly
containing charged words or negative sentiment
might trigger the classifier’s decision boundary. De-
spite these misclassifications, the model correctly
predicted 441 Hate cases (true positives), showcas-
ing a reliable detection capacity overall. However,
the relatively elevated number of false negatives
compared to false positives suggests a moderate
conservative bias, where the model errs on the side
of caution in labeling messages as Hate. This con-
servativeness might stem from nuanced expression
styles, code-mixed Tamil-English usage, or indirect
hate rhetoric in the data. These patterns indicate
areas for targeted model refinement, such as im-
proved contextual embeddings or fine-tuning with
domain-specific corpora enriched in subtle hate
cues. Figure 3 shows the confusion matrix of the
proposed model (fine-tuned HingRoBERTa-Mixed)
evaluated on the test set.

Test Set Confusion Matrix
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- 500

True Label

- 400

165 441 - 300
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Predicted 0 Predicted 1

Predicted Label

Figure 3: Confusion matrix of the proposed model (fine-
tuned MuRIL-Large) on test set

A.2 Qualitative Analysis

A qualitative review of MuRIL-Large’s misclas-
sified samples provides further insights into the
model’s limitations. Many of the false negatives
consist of text samples employing colloquial, sar-
castic, or indirect phrasing, often involving cultur-
ally specific insults or contextual cues that are chal-
lenging for a language model to discern without
broader world knowledge or socio-cultural aware-
ness. For instance, some messages utilize Tamil
slang or implicit derogatory references that do not
contain overtly hateful keywords but would be in-
stantly recognizable to native speakers as offensive.
These instances suggest that while MuRIL-Large
is competent at identifying explicit hate, it strug-
gles with coded language, sarcasm, or satire, which
often require understanding not just of language
structure but also of local idioms and cultural con-
text. On the flip side, false positives typically in-
clude posts with strong negative sentiment, politi-
cal criticism, or emotionally charged expressions,
which, although not hate speech, might contain
emotionally loaded terms co-occurring frequently
with Hate labels in the training set. The model
appears to overfit to these high-risk tokens, trig-
gering misclassifications. These findings highlight
the complexity of hate speech detection in Tamil,
especially in a code-mixed, informal social me-
dia setting. Future work should explore integrat-
ing context-aware mechanisms, sarcasm detection
modules, and cultural knowledge resources to im-
prove the model’s ability to parse implicit and nu-
anced hate expressions more effectively.

Figure 4 Some examples of predictions produced
by the proposed HingRoBERTa-Mixed model on
the Test Set.

Text Sample Actual Predicted

Not caste Not caste

DO @UILIG 62600 1T

North Indian viratta vendum caste caste

S BLIL 6 GauemeuGul @66y | Not caste Not caste

EeusmIgE CUL LY (R caste caste
Qafluisy

Figure 4: Few examples of predictions produced by the
proposed MuRIL-Large model on the Test Set
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